Molecular orbital tomography from multi-channel harmonic emission in N2

To cite this version:
Z Diveki, R Guichard, J Caillat, A Camper, Stefan Haessler, et al.. Molecular orbital tomography from multi-channel harmonic emission in N2. Chemical Physics, Elsevier, 2013, 414, pp.121. <10.1016/j.chemphys.2012.03.021>. <hal-01164764>
Abstract

High-order harmonic generation in aligned molecules can be used as an ultrafast probe of molecular structure and dynamics. By characterizing the emitted signal, one can retrieve information about electronic and nuclear dynamics occurring in the molecule at the attosecond timescale. In this paper, we discuss the theoretical and experimental aspects of molecular orbital tomography in N\(_2\) and investigate the influence of multi-channel ionization on the orbital imaging. By analyzing the spectral phase of the harmonic emission as a function of the driving laser intensity, we address two distinct cases, which in principle allow the orbital reconstruction. First, the contributions from two molecular orbitals could be disentangled in the real and imaginary parts of the measured dipole, making it possible to reconstruct both orbitals. Second, by decreasing the driving laser intensity, the transition from a multi-channel to a single-channel ionization regime is shown. The highest occupied molecular orbital may then be selected as the only one contributing efficiently to the harmonic emission. The latter approach paves the way towards the generalization of tomography to more complex systems.
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1. Introduction

The fast development in laser technology provided a tool to study the rearrangements of molecular nuclei during a chemical reaction on the femtosecond (1 fs = 10\(^{-15}\) s) timescale [1]. The next challenge is to observe charge rearrangements occurring in the molecular structure after photoexcitation. The molecular energy difference between electronic states can reach up to several (tens of) eVs, leading to dynamic processes taking place on the attosecond (1 as = 10\(^{-18}\) s) timescale and spatially confined to sub-nanometer scaled volumes [2]. Achieving such spatio-temporal resolution would allow investigating many fundamental processes in physics, chemistry and biology and most importantly, would provide a route to control them.

Attosecond pulses are now routinely produced using a process called High-order Harmonic Generation (HHG) [3, 4]. This highly non-linear interaction occurs when intense infrared (IR) laser pulses are focused in atomic or molecular gas jets. This process can be described by a succession of three steps [5, 6, 7] where: first, the strong laser field creates a Coulombic barrier through which an electron can tunnel in the continuum within a fraction of one optical half-cycle (step i), thus creating a coherent superposition of bound- and continuum electron wave-packets (EWP). Second, the continuum EWP is accelerated away and then back to the ionic core (step ii). Finally, the recollision of the EWP with the core may result in recombination with emission of an attosecond burst of XUV photons (step iii). For a multi-cycle laser pulse, this process is repeated every half-cycle resulting in the emission of a train of attosecond pulses, the spectrum of which is composed of odd harmonics of the fundamental laser frequency. These isolated- or trains of- attosecond pulses can now be precisely characterized temporally [8, 9, 10, 11].

Their applications to attosecond spectroscopy follow two different directions. The first one relies on a well characterized harmonic source and exploits a conventional pump-probe scheme where the generated attosecond pulses are used to excite or probe ultrafast dynamics in a target system [12, 14, 15, 16, 17]. In the second one,
called self-probing scheme, harmonics are generated directly in the target system and the information carried by the attosecond emission is recovered by precisely characterizing it. It exploits the fact that the re-colliding EWP “probes” the ionic core, with Ångström de Broglie characterizing it. It exploits the fact that the re-colliding attosecond emission is recovered by precisely characterizing it. One thus gets access to static parameters such as internuclear separation [18, 19, 20, 21], or orbital symmetry [22, 25, 26] but also to rotational- [27, 24], vibrational- [28, 29, 31, 32] and electronic- [33, 34] dynamics occurring in the molecule. The attosecond emission is also sensitive to correlated multi-electron effects, such as intra-ionic transitions during the EWP recombination [35]. The combination of the self-probing scheme with an additional pumping laser pulse inducing for instance a photo-dissociation, allows resolving the temporal evolution of an ultrafast chemical reaction [36, 37].

In this article we focus on a very specific implementation of the self-probing scheme called molecular orbital tomography, first proposed by Itatani et al. [38]. It allows for the reconstruction of the amplitude and phase of the molecular orbital involved in the emission process from the advanced characterization of the harmonic emission. This promising technique “measures” the valence orbitals of complex molecules, and most importantly bears the potential of following in real time their distortion during an excitation, e.g., chemical reactions, on an attosecond timescale. However, several theoretical and experimental challenges must be overcome before reaching this goal. One of them is raised by the simultaneous contribution of multiple ionization channels to HHG [33, 39, 40]. It results in a harmonic emission built from the coherent sum of multiple contributions that drastically complicates the retrieval of information on individual orbitals. By reviewing the results of Haessler et al. [34] and Diveki et al. [41] obtained in N2 and supporting them with additional measurements, we show that, in specific experimental conditions, the existence of multi-orbital contributions does not prohibit the application of molecular orbital tomography. It is then even possible to reconstruct the wavefunctions of the two Highest Occupied Molecular Orbitals (HOMO and HOMO-1) contributing to HHG. In the general case, we propose a method allowing us to identify multi-orbital contributions. By decreasing the driving laser intensity, we then show that the contributions of the lower lying orbitals become negligible. The generalization of this approach may simplify the reconstruction of single radiating orbitals.

The article is organized as follows. In Section 2, we shortly describe the theoretical methods used throughout this work. The basic principles of molecular orbital tomography are reviewed and we discuss the possible theoretical and experimental obstacles together with the possibilities of improvement. The experimental methods are detailed in Section 3 and applied to the case of N2. The results are presented and discussed in Section 4. We first investigate the separation of the different orbital contributions (Section 4.1) and perform orbital tomographic reconstruction. We then study the possibility of selecting a single contribution (Section 4.2). We compare the laser intensity dependence of the calibrated intensity and phase of the harmonic emission and show that the latter is a very sensitive probe of multiorbital contributions. Finally, we conclude in Section 5.

2. Theoretical Models

2.1. Principles of the Self-Probing Scheme

Molecular orbital tomography has its origins in the self-probing scheme which is derived from the quantum description of HHG. The harmonic field is determined by the Fourier transform of the acceleration of the induced molecular dipole. Through the Ehrenfest theorem, the harmonic signal can be expressed in three different dipole forms (f): acceleration (a), velocity (v), length (l) [43]. In principle, all forms are equivalent, however due to various approximations defined hereafter, they may not give the same result [44, 45]. It is assumed that the laser does not induce multi-electron effects (single active electron approximation, SAE) and that the influence of the ionic core on the freed EWP is negligible with respect to the strong laser field (strong field approximation, SFA). Using these approximations, and restricting to the contribution of the shortest possible EWP trajectories [42], the harmonic dipole can be factorized into three main terms: the tunnel ionization amplitude (γ), the continuum acceleration amplitude (a), describing the accumulated phase and wave-packet spreading, and the recombination (d) [7, 46, 47, 48, 49]. The choice of the dipole form affects only the recombination dipole moment (RDM). The harmonic dipole then writes:

\[ D(\omega, l_z, \theta) = \eta f \gamma(k, l_z, \theta) a(k, l_z) d^f(k, \theta), \]  

(1)
where $\eta_f$ is a pre-factor depending on the dipole form, $d'(k, \theta) = \langle \psi_0(\theta) | d(k') | \psi_c(k) \rangle$ is the complex RDM vector in the $f$ form with $\psi_0$ and $\psi_c$ being the ground and continuum states of the electron respectively, $\theta$ is the angle between the main axis of the molecule and the polarization of the driving laser field, $I_p$ is the intensity of the driving laser, $\omega$ is the angular frequency of the emitted harmonic and $k$ is the asymptotic wavevector of the continuum electron. The energy conservation law connects the wavenumber of the EWP with $\omega$ through (in a.u.):

$$\omega = \frac{k^2}{2} + I_p,$$

(2)

where $I_p$ is the ionization potential. The direction of $k$ is assumed parallel to the driving laser polarization that corresponds to the $z$ direction in the laboratory frame, where $y$ represents the propagation direction of the generating laser beam, $x$ being perpendicular to both directions. The molecular frame, defined by the main axis of the molecule, $z'$, and its secondary axis $x'$, corresponds to a rotation of angle $\theta$ of the laboratory frame around the axis $y (= y')$.

Most of the information on the molecular structure and dynamics is encoded in the RDM. The latter can be retrieved from fully characterized HHG if one can calibrate for the first three terms in Eq. 1. Such a calibration could be performed using HHG from an atomic gas with same ionization potential under the same experimental conditions, provided that its RDM can be calculated or is known from other experiments [52]. Indeed, within the SFA, the factor $a(k, I_L)$ is determined by the laser intensity $I_L$ and is considered independent of the target, whether it is an atom or a molecule, if they have the same $I_p$. In the case of molecules [50], the tunneling ionization probability $\gamma$ contains two factors: the first one is mainly described by the exponential behavior of tunnel ionization (Keldysh-theory, [51]), and is considered to be the same for atoms and molecules if $I_p$ and $I_L$ are identical. The molecular orbital geometry is accounted for by the second factor $R(\theta)$ which also depends on the laser intensity. Therefore, from the first three terms in Eq. 1, only $R(\theta)$ remains after calibration of the molecular signal by the reference atom emission. $R(\theta)$ has to be retrieved either theoretically or by measurements [50, 53, 54, 55]. Note that the calibration also gets rid of $\eta_f$ and eliminates the problem of characterizing the spectral response of the detector. However, reference atoms may introduce some difficulties: any structural features in their response, like Cooper minima or resonances [35], may spoil the orbital reconstruction if the reference RDM is not precisely calculated. Moreover, reference atoms do not exist for all molecules, hence theoretically constructed references may be needed.

With the described calibration, the self-probing scheme allows us to access the complex RDM vector:

$$d'(k, \theta) = \frac{1}{R(\theta)} \frac{D(\omega, I_L, \theta)}{D_{ref}(\omega, I_L)} d_{ref}'(k),$$

(3)

where $d_{ref}'$ is the reference atom RDM and $D_{ref}(\omega, I_L)$ is the corresponding measured harmonic signal, which are scalar quantities. Equation 3 implies that the complete characterization (in amplitude and phase for both vector components) of the harmonic emission from a molecule and from a reference atom gives direct access to the complex recombination dipole moment in the molecular frame.

### 2.2. Principles of Molecular Orbital Tomography

Itatani et al. [38] proposed to go one step further in the analysis of the RDM. Using the plane wave approximation (PWA) for the continuum states $|k\rangle$ ($\psi_c(k) = \exp(ik\cdot r')$, the molecular orbital itself can be expressed from the RDM by performing an inverse spatial Fourier transform. The different aspects of molecular orbital tomography are detailed in [43].

Since no induced dipole exists in the laser propagation direction, the contribution of the molecular orbital to the RDM is defined as the 2 dimensional projection onto the plane perpendicular to the propagation of the laser: $\psi_0(x', z') = \int \psi_0(x', y', z') \, dy'$. Consequently, an orbital with an odd symmetry in $y'$ will not contribute to the dipole. Now we derive the tomographic orbital reconstruction in the length form where the dipole operator is $\hat{d}' = r'$ and we assume that the molecular orbital is real valued. Then the $u$-component ($u = x', z'$) of the dipole matrix element in the molecular frame writes:

$$d_{uu}''(k) = \langle \psi_0 | u | k \rangle = \iint \omega \psi_0(x', z') \, e^{i(k_x x' + k_z z')} \, dx' \, dz'.$$

(4)

By performing an inverse Fourier transform of the recombination dipole moment, one can now express the molecular orbital as:

$$\psi_0(x', z') = F_{k\rightarrow r'}[d''_{uu}(k_x, k_z)] / u,$$

(5)

while in the velocity form, where the dipole operator is $\hat{d}' = -i\nabla_{r'}$, the orbital is expressed as:

$$\psi_0(x', z') = F_{k\rightarrow r'}[d''_{uu}(k_x, k_z) / k_u].$$

(6)
Due to the different approximations and in particular the SFA, the two forms are not equivalent. While there is no consensus on which form gives more precise orbital reconstructions, there may be technical reasons to prefer one or the other. For instance, if \( \psi_0 \) has a nodal plane containing the \( x' \) or \( z' \) axis (like \( \pi_x, \pi_y, \sigma_u \) orbitals), one will run into numerical problem when dividing by \( x' \) and \( z' \) in Eq. 5. This problem is absent in the velocity form, since one divides by \( k_x \).

The characterization of the harmonic emission provides points in the Fourier space, located at the positions \( (k_{x'}, k_{z'}) \) defined by i) the energy conservation law, Eq. 2, where \( k^2 = k_{x'}^2 + k_{z'}^2 \); ii) the re-collision angle \( \theta \). For a given \( \theta \), the harmonic spectrum gives access to a slice in one quadrant of the Fourier space. The inverse spatial Fourier transform of such a slice corresponds to the Fourier slice theorem. By exploring the whole Fourier space, i.e. changing the re-collision angle \( \theta \) from 0 to \( 2\pi \), the orbital is probed from all directions, allowing the reconstruction of the 2D orbital in real space. For symmetric molecules, which is the case for \( N_2 \) considered here, one needs to measure \( \theta \) from 0 to \( \pi/2 \), and to determine the orbital symmetry. Its measurement requires control over the trajectory of the tunnel ionized electron in HHG, to transfer the information on a possible sign change between the lobes of the orbital into the harmonics' phase or polarization.

It is probable that an additional second order harmonic laser beam with controllable delay with respect to the driving laser and polarized perpendicular to it meets the requirements [26]. Another approach for the symmetry determination is based on the a priori knowledge of the relation between the orbital symmetry and the polarization map of the harmonics, as proposed by [25]. The 2D reconstructions performed using the dipoles along the \( x' \) and \( z' \) axes, \( \psi_0(x', z') \) and \( \psi_0^*(x', z') \), should in principle be equivalent. However, due to the discrete angular and frequency sampling of the Fourier space and to the approximations, this is in general not the case. Therefore, we choose to define the reconstructed molecular orbital as the average of the two components:

\[
\psi_0(x', z') = \frac{1}{2} \left( \psi_0(x', z') + \psi_0^*(x', z') \right).
\] (7)

The proposal of tomographic orbital reconstruction raised a lot of scientific discussions [63, 64, 65, 62] about its interpretation, generality and the errors caused by the approximations, and in particular, by the PWA.

Another effect that sparked much debate is the presence of multi-orbital contributions. Further on, we concentrate on this problem and investigate two experimental approaches to overcome this problem.

2.3. Multi-Orbital Contributions to HHG

In contrast to rare-gas atoms, in molecules, the separation of the highest occupied energy levels may be reduced to few eVs, like in \( N_2 : \Delta I_p = I_p(HOMO) - I_p(HOMO - 1) \approx 1.4 \text{ eV} \). When such a molecule is exposed to high laser intensities, tunnel ionization may occur from different orbitals simultaneously creating different ionization channels [39, 33]. The channel that connects the neutral ground state to the ionic ground state (the X state obtained by ionizing from the HOMO in Koopmans’ approximation) is called X channel, while the channel that leads to the first excited ionic state (the A state obtained by ionizing from the HOMO-1) is called A channel. Therefore, the tunnel ionized electron leaves its parent ion in a coherent superposition of these states. In a first approximation to describe HHG from this multi-channel system, we neglect the coupling, relaxation or excitation between the channels. Therefore, the molecular dipole reads in the length form:

\[
D(\omega, I_L, \theta) = \sum_i \gamma_i(\omega, I_L, \theta) a_i(\omega, I_L) d_i^*(\omega, \theta),
\] (8)

where \( i = X, A \). The weight of each channel is given by the product of the tunnel ionization \( \gamma_i \) and the continuum acceleration \( a_i \) amplitudes. The lower lying orbital has a higher ionization potential than the HOMO so that the Keldysh exponential factor in \( \gamma_A \) is smaller than in \( \gamma_X \). However, the electrons tunnel ionize more easily along the most spatially extended component of the orbital. Therefore, the difference in the geometry of the two orbitals will play an important role through \( R(\theta) \). In the case of \( N_2 \), the HOMO has a maximum probability to ionize when the molecule is aligned parallel to the driving laser field (\( \theta = 0^\circ \)) and a minimum in the perpendicular case (\( \theta = 90^\circ \)). The situation is opposite for HOMO-1 that has a nodal plane along the molecular axis resulting in minimum probability at \( 0^\circ \) but a large probability at \( 90^\circ \). It is around this angle that the HOMO-1 contribution is expected to become significant. More generally, for higher-order harmonics with frequencies beyond the cut-off for the HOMO, the contribution of the HOMO-1 should be favored, due to its larger ionization potential [39]. This should result in an increase of the relative contribution of the continuum amplitude \( a_A \) with respect to \( a_X \).
3. Experimental Methods

The application of the principles of molecular orbital tomography in the experiments is very demanding. The difficulty comes from the fact that one has both to control finely the alignment of the molecules and to characterize thoroughly the harmonic emission. In our setup, this requires the fine control of three different laser beams in two Mach-Zender interferometers. All three beams are focused into the N2 supersonic gas jet with a f=1 m lens. The first beam induces non-adiabatic molecular alignment [56, 57, 58]. The 120 fs laser pulse, propagating collinearly with the generating (driving) pulse (j= y), and focused at I=0.5×10^14 W/cm^2, creates a rotational wave-packet which rephases periodically, aligning the molecules along its polarization (z') that makes an angle θ with the generating beam polarization (z).

The second beam, which is annular and of 50-fs duration, is focused at an intensity that can be varied in the range 0.7-1.3×10^14 W/cm^2 with a combination of a polarizer and a half-wave plate. It induces HHG at the half-revival of the rotational wave-packet. The detected harmonic signal is then the result of a coherent averaging of the single molecular response over the alignment distribution of the molecules at half revival.

A precise determination of the angular dependence of the single molecule radiating dipole requires in principle to deconvolve the macroscopic signal from this alignment distribution, except in the case of a high degree of alignment [59, 60]. In our experimental conditions, we estimate the degree of alignment: \( \cos^2 \psi > 0.6 \), where \( \psi \) is the molecular angle with respect to the aligning laser polarization. This corresponds approximately to a width of the alignment distribution of about 30°. In the following, we do not deconvolve the experimental data from this distribution.

The third beam, called dressing beam, is focused at a moderate intensity (≈10^13 W/cm^2) that does not perturb the harmonic emission. It propagates along with the driving and aligning beams and while the latter two are cut out by an iris, it is refocused together with the harmonic beam into the detection chamber where they induce 2-photon XUV+IR ionization of a target gas. The photoelectrons are detected with a magnetic bottle electron spectrometer. In this article, we perform the measurement of the spectral amplitude and phase of the \( z \) component of the dipole (i.e., the component parallel to the generating laser), that was preferentially reflected (s polarization) by two gold-coated mirrors. Characterizing also the -small- x (orthogonal) component is extremely difficult since it would require combining the above techniques with polarimetry at the expense of the number of harmonic photons [61].

The phase characterization is performed using the Reconstruction of Attosecond Beating By Interference of two-photon Transition (RABBIT) technique [8]. It yields the group delay (GD) at the even ordered sidebands (SB): \( GD_q = (\phi_{q+1} - \phi_{q-1})/2\omega_0 \), where \( \phi_{q+1} \) are the phases of two consecutive odd harmonics and \( \omega_0 \) is the fundamental laser frequency. RABBIT detects only the spectral phase but it is not able to measure the phase variation with alignment angle at a fixed harmonic order nor the absolute phase difference with Ar. Our calibration procedure imposes that (1) the phase of harmonic 15 is the same as in Ar for all N2 alignments and for all intensities. By doing so, we add an \( \omega \)-independent phase term \( \phi_0(\theta) \). Hence it does not change the spectral characteristics of the dipole. Next, it imposes (2) the same phase value for harmonic 17 (which is a consequence of (1) plus the GD normalization at side band 16). This is the consequence of the instability in absolute timing measurements: all the GD curves are then normalized at sideband 16 to a typical GD value of Ar. (2) results in the removal of a linear phase as a function of harmonic order that is specific to each laser intensity and alignment angle. This is justified by the measurements of only small variations of the low order harmonic phase with \( \theta \) [79] using a two-source interferometry technique [33, 13]. Therefore, the variations of the total dipole phase are modified by a small linear term, but they are not washed out. Finally, we used the GDs measured in Ar to determine the effective generating laser intensity in the gas jet, since the slope (GDD \( \Delta \delta_t \) related to the attochirp) of the plateau region is directly connected to \( I_L \) [78].

The orbital tomography is derived in the molecular frame; therefore, our measured RDM has to be transformed to it from the laboratory frame. By assuming that the induced dipole has a negligible \( x \)-component, the RDM writes in the molecular frame \((x',y',z')\) as follows:

\[
\begin{align*}
    d_{x'}^L &= d_{\parallel}^L \sin \theta \\
    d_{y'}^L &= d_{\parallel}^L \cos \theta,
\end{align*}
\]

where \( d_{x'}^L \) is induced along the main molecular axis while \( d_{y'}^L \) is perpendicular to it.
4. Results and discussion

4.1. Separation of the Contributions from the HOMO and HOMO-1 in N₂

The questions that now arise are: (a) How do the two orbital contributions interfere in the total harmonic signal? and more interestingly (b) how do they manifest in the tomographic reconstruction? Is it still possible to reconstruct a meaningful orbital? In our procedure of dipole extraction (see Eq. 3), we calibrated the measured N₂ harmonic signal with the measured Ar signal to remove the tunnel ionization and the continuum acceleration factors. However, this calibration is not valid for the HOMO-1 since its ionization potential is not equal to the one of Ar. Therefore, the calibration process does not remove the amplitude ratio and phase difference terms between the HOMO and the HOMO-1.

The dipole phase is the most crucial element for the tomographic reconstruction, as dictated by the importance of the phase for the outcome of a Fourier transform. So let us study the phase difference between the HOMO-1 and the HOMO contributions in Eq. 8:

\[ \Delta \varphi_{\text{tot}}(\omega) = \Delta \varphi_{\text{con}}(\omega) + \Delta \varphi_{\text{rec}}(\omega) + \Delta \varphi_{\text{proj}}(\omega). \] (11)

The most common tunnel ionization models [50, 53, 66] do not contain phase terms. Note that recent studies, like [67] and [68], are discussing the possibility of a tunnel ionization phase, though mostly in the context of coupled ionization channels. Therefore, we assume that \( \Delta \varphi_{\text{proj}}(\omega) = 0 \).

During the second stage of the process, the electrons in the continuum are mainly governed by the driving laser. Using the saddle-point approximation for the molecular dipole, it can be shown that [34, 43, 69]:

\[ \Delta \varphi_{\text{con}}(\omega) \approx -L_{\text{rec}}(\omega) \approx -I_{\text{L}}(\omega) \text{ cm}^{-1} \]

where \( I_{\text{L}}(\omega) \) is the average excursion time of the trajectory corresponding to the emission of harmonic \( \omega \). \( \Delta \varphi_{\text{con}}(\omega) \) can be controlled through the intensity of the driving laser \( (I_{\text{L}}) \), since it affects the excursion time of the EWP. As shown in Haessler et al. [34], this term varies over the observed spectral range at a given \( I_{\text{L}} \) and the phase difference for the 25th harmonic order at \( I_{\text{L}} = 1.2 \times 10^{14} \text{ W/cm}^2 \) is \( \Delta \varphi_{\text{con}}(25\omega) \approx -\pi \), varying slowly by \( \pm 0.2 \pi \) between harmonics 17 and 31.

In the PWA, the symmetry of the molecular orbitals, the dipole form and the properties of the Fourier transform directly determine the RDM. The HOMO and HOMO-1 orbitals of N₂ have \( \sigma^{\parallel} \) and \( \pi_{\parallel} \) symmetry, respectively. In the length form, the HOMO PW dipole is then purely imaginary valued, \( \varphi_{\text{rec}}^{\text{HOMO}}(\omega) = \pi/2 \), while the HOMO-1 PW dipole is purely real valued, \( \varphi_{\text{rec}}^{\text{HOMO-1}}(\omega) = \pi \). Hence, the two are shifted in phase by \( \Delta \varphi_{\text{rec}}(\omega) = \pi/2 \). In [34], it was shown that this conclusion still holds for Coulomb Wave (CW) dipoles in the limited experimentally-accessible spectral range. When considering Scattering Wave (SW) dipoles, this can be considered a crude but still meaningful approximation in the same limited spectral range.

Therefore, in these specific generation conditions, \( \Delta \varphi_{\text{tot}} \approx -\pi/2 \) in the considered spectral range. The answer to question (a) is thus that the two orbital contributions are approximately disentangled in the real and imaginary parts of the measured dipole. The answer to question (b) is that the HOMO orbital can be reconstructed from the imaginary part, while the HOMO-1 from the real part of the measured recombination dipole moment (provided that an additional rotation in the complex plane is performed to account for the Coulomb phase shift).

Figures 1(e-f) show the experimental reconstructions for the HOMO and HOMO-1 orbitals performed at \( I_{\text{L}} = 1.2 \times 10^{14} \text{ W/cm}^2 \) (from [34]). The emission from N₂ molecules rotated from \( 0^\circ \) to \( 90^\circ \) with a step size of \( 10^\circ \) was characterized in the spectral range covering harmonic 17 to 31. For comparison, we plot in Fig. 1(a-b) the Hartree-Fock (HF) HOMO and HOMO-1 orbitals, and in (c-d), these orbitals “filtered” in the experimental spectral range. More precisely, the PW dipole for each orbital was filtered to account for the limited harmonic range H17-31, that corresponds to 1.39 \( a.u. < k < 1.88 \text{ a.u.} \) using the heuristic relation: \( \omega = \frac{k}{\mu} \). The latter is used instead of Eq. 2 in order to take into account the additional acceleration of the returning EWP in the ion field that is missing in the PWA. The tomographic procedure was then applied to the filtered dipoles to recover the orbitals. For both the HOMO and HOMO-1 experimental reconstructions, the main distortions compared to the HF orbitals are coming from the limited experimental spectral range, as shown by the good agreement with the filtered HF orbitals. In particular for the HOMO, the three lobes with alternating signs are well recovered in the experimental reconstruction. This demonstrates the feasibility of accessing both the amplitude and the phase of valence orbitals.

The above reconstructions have been made possible by the fact that: \( \Delta \varphi_{\text{tot}} \approx -\pi/2 \). When changing the generation conditions, and in particular \( I_{\text{L}} \), \( \Delta \varphi_{\text{tot}} \) deviates from \( -\pi/2 \) and mixes the two contributions. In order to illustrate this point, we present in Figs 1(g-h) reconstructions performed at \( I_{\text{L}} = 1.0 \times 10^{14} \text{ W/cm}^2 \). While the
HOMO central lobe is weakly affected, the two side lobes have a much less negative amplitude and additional lobes appear in the direction perpendicular to the molecule. This demonstrates how sensitive the reconstruction is to the generation conditions. One may even reach $\Delta \varphi_{\text{tot}} = -\pi$ leading to a destructive interference, so-called dynamical interference, already observed in CO$_2$ [33]. Furthermore, in the general case, one may have more than two orbitals contributing to the harmonic signal, again like in CO$_2$ where HOMO-2 also contributes, preventing the use of the above “trick” for performing tomography. It is thus crucial to find conditions where a single orbital is contributing. Intuitively, one may think that by decreasing the intensity of the driving laser, the probability of tunnel ionization from the lower orbitals should decrease faster than for the HOMO which may at some point become dominant. However, before applying the tomographic procedure, we need a criterion to decide whether we have single or multi-electron (channel) contributions.

### 4.2. Selection of the HOMO contribution in N$_2$

#### 4.2.1. Study of the minimum in the HHG spectra

We may first consider the calibrated harmonic intensity for different values of $I_L$ and look for a dynamical interference: the destructive interference should result in a minimum in the harmonic spectrum [33]. Changing $I_L$ modifies $\Delta \varphi_{\text{tot}}$ and results in a shift of the spectral position of the minimum. Such an $I_L$-dependent minimum position is a signature of multi-orbital HHG. Fig. 2a and b show the calibrated intensity of the total dipole measured in N$_2$. The molecules were aligned (at the half-revival of the rotational wave-packet) parallel ($\theta = 0^\circ$) and perpendicular ($\theta = 90^\circ$) to the driving laser polarization. Due to the symmetry properties of the two orbitals, two extreme cases can be studied: when mainly the HOMO is contributing (parallel case) and when both HOMO and HOMO-1 are present (perpendicular case). For both alignments, at all intensities, there is a clear minimum in the spectra, almost at the same harmonic order H23 (36 eV). While the minimum does not shift when increasing $I_L$, it gets slightly deeper. Relying only on these results, one would conclude that this minimum is related to a destructive interference occurring in a single HHG channel (Cooper-like minimum). But we cannot exclude the possibility of multiple orbital contributions not sufficiently dephased to produce a clear interference in the investigated $I_L$ range.

These results are consistent with those presented in the literature. Several groups have observed this minimum for different driving laser intensities, wavelengths and molecular alignments [70, 71, 72, 73], but the minimum was not observed to move significantly, even though the exact position differed slightly within a few eV range. Farrell et al. [74] could observe a slightly moving minimum in the spectrum between H23 and H27 by changing both the intensity and the molecular alignment. While relating it to multi-orbital contributions, they recognized that a "field-free static model of the molecule is insufficient to explain the observations". Mairesse et al. [73] attributed it tentatively to multi-electron effects. Two theoretical studies reported...
a spectral minimum. First, a minimum at 45 eV was reported by Jin et al. [75] in an effort to explain the results shown in Wörner et al. [72], using only the HOMO and including macroscopic effects. The minimum resulted from a change of sign of the scattering-wave HOMO RDM at 50 eV and $\theta = 0^\circ$ and the angular averaging shifted the minimum towards lower energy. More recently, they showed that a minimum (around 38 eV) could also be obtained at $\theta = 90^\circ$ due to the fast dropoff of the HOMO RDM at this angle [82]. The combination with the macroscopic wavepacket for a 1200-nm driving laser resulted in a slight shift of the minimum with increasing $I_L$. At high $I_L$, the minimum disappears due to the emergence of the HOMO-1 contribution. Another interpretation for the spectral minimum was proposed by O. Smirnova [76, 77]: the spectral minimum would originate from the temporal filtering of the recombination dipole moment due to the attosecond timescale of the emission process. The shape resonance occurring in $N_2$ around 30 eV could result in a spectral minimum at a higher energy when filtered on an attosecond time scale. This would mean that the recombination dipole recovered from HHG would not simply be the complex conjugate of the photoionization dipole. Up to now, there is no consensus in the community on the origin of the $N_2$ minimum.

4.2.2. Study of the calibrated HHG spectral phase

This shows the need for more sources of information. In the following, we analyze the spectral phase of the harmonic emission instead of the spectral amplitude. We show that the calibrated spectral phase is more sensitive to changes in the intensity of the driving field. Figures 3 a,b,c show the measured group delays for different $I_L$ in Ar and $N_2$ aligned parallel and perpendicular to the driving laser field, respectively. These are typical data for each laser intensity value, collected on different days. It was not feasible to acquire all data in one measurement run, because we have chosen a more precise, but rather slow scanning strategy: instead of making relatively fast series of RABBIT scans with varying intensity for each gas and alignment angle, we chose to perform, for any given intensity, the three RABBIT measurements in Ar and $N_2$ ($\theta = 0^\circ$, 90°) in a row. This assures that the calibration by the reference atom is correct (i.e. done with an Ar measurement under the precisely equal experimental conditions). While this strategy gives more precise results, it is much slower to implement (a triplet of RABBIT scans for one intensity takes about 1 hour). The calibration by the reference atom should, however, remove any influences com-
ing from the setup alignment, focusing geometry, laser beam profile, etc., which may drift from day to day.

Three main observations may be drawn from Fig. 3: (i) At low intensity (I_L = 0.7 × 10^{14} \text{ W/cm}^2), the three GD curves in (a,b,c) are very similar to each other. This appears clearly when they are plotted on top of each other, as shown in Fig. 5a). (ii) At higher intensity, for N_2 (b,c), a dip appears for orders in the plateau region around harmonics 23-25, which increases with I_L and is always larger for perpendicular than for parallel alignment. (iii) At high I_L, towards the cut-off energies around side bands 26-30 in (b,c), the GD steeply increases for \theta = 0^\circ and even more for \theta = 90^\circ. Such an increase is absent in the case of Ar, which rather shows the sign of saturation related to the cut-off harmonics. All the effects discussed in (i-iii) are transferred to the phase of N_2 calibrated by the one of Ar, Fig. 4a,b. At the lowest intensities, the phase seems to be similar for both alignments (i). At higher intensity, the GD dip (ii) corresponds to a phase decrease around harmonics 23-27, followed by a phase increase (iii) at high orders 27-31. At \theta = 0^\circ (fig 4 a), there is little variation with I_L; all curves are grouped together. In contrast, at \theta = 90^\circ (fig 4 b), there is a strong variation when I_L reaches 1.1×10^{14} \text{ W/cm}^2.

4.2.3. Discussion

In order to understand the physical origin of the phenomena observed in Fig. 3 and 4, we have derived theoretically the characteristics of the observed GDs in the case where a single orbital is contributing. Each of the three steps of HHG contributes to the total phase and we wrote from Eq. 11: \varphi_{tot}(\omega) = \varphi_{ion}(\omega) + \varphi_{con}(\omega) + \varphi_{rec}(\omega). Assuming that the ionization phase is zero (see above), the group delay is obtained by deriving the total phase with respect to the frequency:

\[ GD(\omega) = \frac{\partial \varphi_{con}(\omega)}{\partial \omega} + \frac{\partial \varphi_{rec}(\omega)}{\partial \omega} \]

This means that the GD is determined by two terms: GD_{con}, the delay in the recombination time of the electron trajectory corresponding to each harmonic order, related to the different excitation times, and GD_{rec}, that is associated to the phase of the RDM. The first term is intensity-dependent and species-independent (for similar I_pS, within SFA); the second is intensity-independent and species- and \theta-dependent. Fig. 5 presents both terms for Ar and the N_2 HOMO (\theta = 0^\circ, 90^\circ). The HOMO RDM were calculated using exact scattering waves [23] and averaged over the experimental alignment distribution. In the plateau region, GD_{con} increases linearly with harmonic order \approx \Delta t_{e\omega} for short trajectories and saturates in the cutoff region. The GD_{rec} are slightly different for Ar, N_2 at 0^\circ and 90^\circ, with absolute values around 0 as, 80 as and 40 as respectively. They do not vary much over the considered spectral range (partly due to the angular averaging), so that they mainly result in a global shift of the total GD. However, this shift is lost when we normalize the total GD curves to the same value (1100 as) at SB16, and all three curves just fall on top of each other as shown in Fig. 6b at an intensity of I_L = 0.7×10^{14} \text{ W/cm}^2. This is true for all intensity values since I_L only changes the species-independent GD_{con}, as long as a single orbital (here the HOMO) contributes to the emission. Any deviation between the three curves when varying I_L can thus be directly attributed to the appearance of a significant HOMO-1 contribution.

The comparison with the experimental results obtained at I_L = 0.7×10^{14} \text{ W/cm}^2 (Fig. 6a, corresponding
to point (i)) demonstrates that there is very little contribution from the HOMO-1 in this low intensity regime. It is mainly GD$_{corr}$ that determines the behavior of the GD curve while the RDM does not add any substantial GD. The non-linear behavior of tunnel ionization at low intensity thus efficiently selects the HOMO orbital contribution.

Note that there is a difference at high orders between measurements and calculations in Fig. 6: the measured group delays reach the cut-off saturation one order higher than the theoretical ones. One possible explanation relies in the SAE and single molecule calculations. Propagation effects are not taken into account which may contribute to the total dipole phase.

As a consequence of the above discussion, plotting the calibrated phase allows to remove $\varphi_{corr}$ and thus any $I_L$-dependent term as long as a single orbital is contributing. This is approximately the case at $\theta = 0^\circ$ in Fig. 4a since there is little evolution of the calibrated phase when varying $I_L$. This is also true at $\theta = 90^\circ$ for low intensity. However, for $I_L > 0.9 \times 10^{14}$ W/cm$^2$, the strong deviation of the calibrated phase in Fig. 4b (point (ii)) indicates the presence of multi-orbital contributions, the interference of which is sensitive to the laser intensity.

The emergence of the HOMO-1 contribution alone cannot explain the re-increase of the phase for higher harmonics observed in Fig. 4, point (iii). This could be interpreted as resulting from the nuclear dynamics, as shown by the modeling of our experiments [41]. The equilibrium distance of the ion in the A state is significantly different from that of the neutral molecule (and of the X state), so that ionization through this channel results in the coherent population of many vibrational states that induces ultrafast nuclear dynamics on the sub-fs time scale [28, 29, 30]. Consequently, the fast evolution of the nuclear autocorrelation function in channel A both decreases its contribution to the HHG and introduces an additional phase term, resulting in the re-increase of the phase (therefore of the GD) at high harmonic orders. Indeed, these orders correspond to the longest excursion times in the continuum (when the short trajectories are selected like in our experiment). This opens up the possibility to study the ultrafast nuclear dynamics in molecules, for instance by changing the wavelength of the driving laser while keeping all the other parameters constant. This would allow to control the excursion time of the continuum EWP, and therefore, to probe the evolved nuclear wave-packet at different recollision times resulting in a monitoring of the dynamics of the nuclear oscillation.

Before closing, we would like to stress the striking difference between the fast variation with $I_L$ of the calibrated spectral phase in Fig. 4b, and the weak $I_L$-variation of the corresponding calibrated intensity in Fig. 2b. The calibrated phase clearly shows that the phase jump over the spectrum is much smaller than $\pi$, which rules out destructive interference as a possible cause of the spectral minimum. The two effects (amplitude minimum and phase change) thus do not seem to be correlated and may have different origins. In any case, when the phase difference between two orbital contributions is of the order of $\pi/2$, as it is the case here, phase measurements are a much more sensitive probe than intensity measurements.
5. Summary and conclusions

We presented the principles of molecular orbital tomography and summarized the main difficulties that have to be overcome in order to extend it to other molecules or to pump-probe measurements.

We investigated the interesting phenomenon of multiple orbital contributions to the HHG in N$_2$. Studying the harmonic spectral phase as a function of the driving laser intensity and molecular alignment, we showed that it is a more sensitive probe of multi-orbital effects than is the harmonic intensity. By exploiting the information encoded in the spectral phase, we found specific conditions in N$_2$ where the HOMO and HOMO-1 contributions are disentangled in the imaginary and real parts of the dipole, respectively. This allowed us to perform a tomographic reconstruction of both orbitals. Finally, supported by experimental results, we introduced a general approach to measure and evidence a single orbital contribution to the HHG. The decrease of the driving laser intensity provides proper conditions for drastically reducing lower-lying orbital contributions through the selection by tunnel ionization. Unfortunately, it also results in both a lower signal-to-noise ratio and a lower cut-off for the generated harmonics, which decreases the spatial resolution of the tomographic reconstruction. We thus could not perform a tomographic reconstruction at $I_L = 0.7 \times 10^{14}$ W/cm$^2$.

However, the use of driving lasers with longer central wavelength ($\lambda_L$), like mid-IR (MIR) lasers, would overcome this problem, since the cut-off frequency of the generated harmonics scales as: $\omega_{\text{max}} \sim I_L \lambda_L^2$. While keeping $I_L$ low enough not to induce multi-channel HHG, MIR lasers further increase the spatial resolution [60]. The main drawback could be the reduced dipole which scales as $\lambda_L^{-5}$ [80] and could prevent the measurement of the phase due to the low signal. However, phase retrieval algorithms [60] and improved phase matching conditions [81] may make it possible to perform tomographic reconstructions with high spatial resolution.

Even though the precision of the reconstructed orbitals is limited by the applied approximations like the PWA, we believe that tomographic reconstruction has an outstanding potential for measuring the temporal evolution of an orbital during, for instance, a chemical reaction. Observing the ultrafast distortions on the attosecond/femtosecond time scale would be a big step forward, even with a limited spatial resolution. Alternatively, chemical imaging with iterative techniques has been proposed theoretically to investigate, e.g., isomerization dynamics [64].
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